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EXECUTIVE SUMMARY

This report documents initial findings in an ongoing forensic examination of the voting systems of Mesa County,
Colorado, used in the November, 2020 General Election. These voting systems represent a portion of overall election
systems infrastructure, and this report is limited to the findings of an ongoing investigation. The findings in this report
were prepared by the cyber forensic expert retained to advise the County Clerk pursuant to her duties as the county’s
Chief Election Official as part of the impacted parties' legal team.

Federal law requires the preservation of election records — which includes records in electronic or digital form — for
twenty-two months after an election. Colorado law requires the preservation of election records for an additional
three months beyond the Federal requirement. The obligation to ensure the integrity of elections and that all election
records are preserved pursuant to federal and state law falls to the elected Clerk & Recorder. This report, the first of
several, is based on examination of the data obtained from forensic images of the Dominion Voting System EMS
server last used in Mesa County for the November, 2020, election, images taken in furtherance of the preservation
requirements of federal and state law. Based upon information received by the Clerk’s office from various sources in
early 2021, the Clerk became concerned that the voting system modifications might jeopardize these preservation
and other legal requirements under the responsibility of the County Clerk. For this reason the Clerk ensured a full
backup of election records from the County voting systems, both before and after the software modification
performed by the vendor and the Secretary of State on May 25-26, 2021, just six months after the November, 2020,
election.

Forensic examination® found that election records, including data described in the Federal Election Commission’s
2002 Voting System Standards (VSS) mandated by Colorado law as certification requirements for Colorado voting
systems, have been destroyed on Mesa County’s voting system, by the system vendor and the Colorado Secretary of
State’s office. Because similar system modifications were reportedly performed upon county election servers across
the state, it is possible, if not likely, that such data destruction in violation of state and federal law has occurred in
numerous other counties.

The extent and manner of destruction of the data comprising these election records is consequential, precluding the
possibility of any comprehensive forensic audit of the conduct of any involved election. This documented destruction
also undermines the conclusion that these Colorado voting systems and accompanying vendor and Colorado
Secretary of State-issued procedures could meet the requirements of Colorado and Federal law, and consequently
vitiates the premise of the Colorado Secretary of State certification of these systems for use in Colorado.

Two backup images, using forensic imaging methods, were obtained from the Dominion Voting Systems (DVS)
Democracy Suite (D-Suite) Election Management System (EMS) Standard Server in Mesa County, Colorado. The first
image was made of that EMS Standard Server in the D-Suite 5.11-CO version configuration, as used in the November,
2020 election. The second image was of the configuration of the EMS Standard Server in the D-Suite 5.13 version
configuration, following the modification of the EMS Standard Server by a combined team of DVS vendor personnel
and Colorado Secretary of State staff. The forensic information provided in this report is presented using screenshots
from forensic analysts' systems running industry-standard forensics software tools. The report includes "before" and
"after" screenshots from the forensic tool that shows the differences between the two backup images.

The forensic examination found that numerous logfiles had been deleted or overwritten. These logfiles are required
to reconstruct the function of and events taking place on the the voting systems, and based upon information

! Many individuals and organizations, some public officials, have made recent claims that no audit performed nor examination
conducted on elections or computer-based election systems can be legitimate or credible unless the examiners are “election
experts” or accredited election auditors. There is no such thing as an “accredited election auditor,” nor are there Federal

standards or procedures to credential election auditors.




provided by legal counsel, must, by law, be preserved. By comparing filenames in the two images (before and after
the Dominion update on May 25-26, 2021), examination and analysis identified a total of 28,989 files that were
deleted. During a software update, some replacement of program files and their related content is normally
expected. However the examination found that 695 log and event log files necessary for the determination of
election integrity were deleted.

Based upon information provided by legal counsel, Colorado law (Colorado Revised Statute (CRS) § 1-5-601.5)
requires that, prior to use in Colorado elections, electronic and computer-based voting systems be certified by the
Colorado Secretary of State. This certification is based on the systems’ compliance with the requirements of the
Federal Electon Commission’s 2002 Voting System Standards (VSS), verified by their testing by a Federally-accredited
(by vote of the U.S. Election Assistance Commission (EAC)) Voting System Testing Lab (VSTL). While several iterations
of newer Voluntary Voting System Guidelines (VVSG) have been issued by the EAC, Colorado’s statutory requirement
is for compliance with 2002 VSS, which states:

"Election audit trails provide the supporting documentation for verifying the accuracy of reported
election results. They present a concrete, indestructible archival record of all system activity related
to the vote tally, and are essential for public confidence in the accuracy of the tally, for recounts, and
for evidence in the event of criminal or civil litigation."

The relevant sections of the VSS are cited in Appendix E.

These statutory requirements establish that voting systems are required to generate and preserve, as critical to the
ability to determine and reproduce the conditions and details of election conduct using these systems, logfiles of all
system functions, including normal activity, connectivity, file and data access, operator- and automated-processes,
and errors. Logfiles are critical to the ability to detect improper operation, including the ability to detect malicious
intrusions as well as other improper activities and conditions, and configuration changes that could enable alteration
of the actual vote count.

Assuming this information to be correct, this forensic examination found that a substantially large number of these
requirements have not been met. This examination also found that destruction of critical logfiles has occurred. This
destruction is not incidental or minor but is extensive.

The purpose of this initial report is to document these findings and present preliminary evidence demonstrating
unacceptable conduct and system defects revealed by the examined images, as necessary for the Chief Election
Official to discharge her statutory obligations. The facts and resultant findings support the conclusions that:

1) Election-related data explicitly required to be preserved, as stated in the 2002 VSS criteria referenced in
this section, have been destroyed in violation of Federal and State law, and

2) Due to non-compliance with the 2002 VSS requirements, these voting systems and accompanying
vendor-provided, Colorado Secretary of state-approved procedures cannot meet the certification
requirements of the State of Colorado, and should not have been certified for use in the state.

Comprehensive investigation is required to determine whether these critical failures are the result of malicious intent
or negligence, and to what extent the systems may have been compromised or subjected to unauthorized access or
operation prior to, during, and after election use. That comprehensive investigation is beyond the scope of this report.
Subsequent reports will address these issues in detail.

Evidence supporting all of these findings is documented in this report.




Introduction

Election officials, including Secretaries of State, are obligated by law to ensure the integrity of all elections, including
the transparency required for citizens to verify that integrity themselves. Modern electronic voting systems are
marketed as an efficient solution to streamline the voting process and allow for automated collection, tabulation,
and reporting of election results, but the efficiency they promise comes at a cost.

The necessary measures and safeguards to ensure the integrity of the systems and their operation against a severe,
mounting and ever-evolving threat from sophisticated nation-state and non-nation-state actors are so complex and
dynamic as to outpace the limited capabilities and resources of our government, at all levels. While minimal security
safeguards may be within government capacity, modern computer-based voting systems are extremely complex and
difficult to secure, even for cybersecurity experts, and since voting systems are not under the direct control of the
Federal government’s top security experts, any government assurances about the sufficiency of those safeguards can
serve only to mislead citizens and policy-makers. Even critical defense systems, relentlessly monitored and defended
by highly-trained teams using costly, sophisticated tools, are at risk and are frequently compromised, sometimes
before procurement. Earlier generations of voting systems relied on simple, human-scale safeguards, for example
"air gaps"— that is — to have no wired network connection to the system. But miniaturized wireless communication
technologies and networks have proliferated, with billions of wireless devices installed or in use, and malicious actors
have developed sophisticated attacks to bypass air gaps, compromise every kind of hardware, firmware, and
software, often before they even come into customer or user possession, and to move laterally through networked
systems, often undetected. Supply-chains for these systems, from the initiation of the design of integrated circuits
and electronic components, most manufactured overseas with little U.S. insight or oversight, through the fabrication,
testing, assembly, integration, and operation of these complex composite systems, are vulnerable and untrustworthy
for critical functions of government and lucrative economic and national security targets. For all these reasons
logfiles, such as those that have been deleted by the Dominion “Trusted Build” update must be preserved to
document the complete operation of the computer system and voting applications, and to be able to verify the
authenticity, integrity and accuracy of the vote.

The feature size of individual circuits in the chipsets and components of our voting system computers is at the
nanoscale, smaller than the smallest known virus particle, and less than 3/10,000ths of the width of a human hair.
So we have lost the ability, if we ever had it, to visually verify what is really happening, even at the physical level, in
our computer-based voting system. Regardless of how the systems appear to be configured to authorized users and
poll-watchers, the functionality and connectivity in these computers can be enabled and modified remotely and
wirelessly, or by the introduction of embedded codes on scanned paper, or triggered by specific unforeseeable and
indiscernible predetermined software and hardware conditions, or by specific timing events, or by geographic
location, or by the proximity of other devices or combinations of any of these means.

For example, some Colorado voting systems ordered as specified by the voting system vendors, from foreign
manufacturing and assembly facilities, have included “Integrated Dell Remote Access Controllers (IDRAC),” which are
designed to allow “out-of-band” remote management of those systems, meaning that the computers are explicitly
equipped to be controlled by remote automated programs or by individuals other than those logged in locally.
Through the IDRAC, voting systems might have any aspect of their Basic Input/Output System (BIOS), operating
system, or applications controlled or modified, including the addition and deletion of user accounts, the enabling of
communications components like wireless networking cards, and the modification, installation, removal or
configuration of software and settings. Like the inclusion of multi-band wireless networking cards, similarly specified
and ordered for Colorado voting systems by the vendor, there is no excuse or rational justification for the inclusion
of components like these, and the fact that the entirety of U.S. voting system regulatory processes and institutions
can apparently neither detect, note, nor address these gross vulnerabilities eviscerates the notion that our computer-

based voting systems have been secured.




Faced with incredible miniaturization, the importance of logfiles which are records of operation of a computer
system, are more important than ever in managing this technology. When the computer is part of a national critical
infrastructure, these operational records become essential, not only for troubleshooting or security alone, but for
the integrity of the system itself as a component of the National Critical Infrastructure.

For the purposes of this document and ensuing discussion, two terms are defined to differentiate and clarify the
evidentiary findings. Election Data is all information regarding Ballot Design, Ballot Marking, Electronic scanning of
completed ballots, interpretation of the intention of each voter's choice, including human, machine generated or
programatic adjudication in the event that the election system is unable to determine conclusively the correct vote
input from any specific ballot, tabulation of the actual vote including the databases used to actually contain the raw
vote totals, scanned ballot images and Voter Registration and Voter identification information associated with any
specific election, as well as the actual vote totals. This includes a complete record of any realtime changes in
databases resident in the cloud such as voter registration data. Election-Related Data includes all of the computer
log and configuration data that document the complete configuration state and operation of the entire computer
system and infrastructure upon which Election Software is executed, as well as the operating system of devices that
store log and election data such as Network Attached Storage (NAS). Also included in Election-Related data are logs
and configuration of network Routers, Firewalls, Intrusion Detection Systems, Intrusion Prevention Systems, and
other network security devices, including VPNs and more?.

Both Election Data AND Election-Related Data must be preserved as “Election Records” under the law, and this is
broadly addressed in both the 2002 VSS and the EAC’s successor versions of VVSG.

Securing computer systems is a non-trivial task. It involves a litany of processes, including, but not limited to:

e Engineering systems with a focus on security

Building systems to meet published high-security standards and applicable regulations
e Patching systems to ensure that vulnerabilities are removed

e Securing networks to ensure highly controlled access

e Logging of all communications, processes, access, system modifications

e Auditing of systems and logs regularly to ensure ongoing compliance

e Adequate training and certification for engineers, administrators, and system users

e Adherence to Industry Best Practices, for example, emphasis on password strength and configured security
and group policies

These, among other measures, will help to ensure what is known as the CIA triad. The CIA triad represents the three
pillars of information security: confidentiality, integrity, and availability, as follows:

2 Log and configuration examination of not only the computer system(s) but also all network systems are critical to forensic
examination. Compromise of any unrelated information (e.g. plain-text cofiguration data containing normally-encrypted
passwords) can be easily prevented, so long as simple, quick forensic examiner and cyber professional industry standards are

used to obfuscate private and sensitive data from the network device files.







as such standards meet or exceed those promulgated in 2002 by the federal election commission. Subject to
section 1-5-608.2, nothing in this section shall be construed to require any political subdivision to replace a
voting system that is in use prior to May 28, 2004.

CRS 1-7-802. Preservation of election records

The designated election official shall be responsible for the preservation of any election records for a period
of at least twenty-five months after the election or until time has expired for which the record would be
needed in any contest proceedings, whichever is later. Unused ballots may be destroyed after the time for a
challenge to the election has passed. If a federal candidate was on the ballot, the voted ballots and any other
required election materials shall be kept for at least twenty-five months after the election.

1-13-716. Destroying, removing, or delaying delivery of election records

(1) No person shall willfully destroy, deface, or alter any ballot or any election records or willfully delay the
delivery of any such ballots or election records, or take, carry away, conceal, or remove any ballot, ballot box,
or election records from the polling location or drop-off location or from the possession of a person
authorized by law to have the custody thereof, or aid, counsel, procure, advise, or assist any person to do
any of the aforesaid acts.

(2) No election official who has undertaken to deliver the official ballots and election records to the county
clerk and recorder shall neglect or refuse to do so within the time prescribed by law or shall fail to account
fully for all official ballots and other records in his charge. Informality in the delivery of the ballots and election
records shall not invalidate the vote of any precinct if such records are delivered prior to the canvassing of
the votes by the county board of canvassers.

(3) Any person who violates any provision of this section is guilty of a misdemeanor and, upon conviction
thereof, shall be punished as provided in section 1-13-111.

And several sections of the Code of Colorado Regulations appear applicable, including:

8 CCR 1505-1, Rule 21, 21.4.2: All voting systems must meet the requirements of the 2002 Voting Systems
Standards, parts 5 — 7 of article 5 of title 1, CRS, as amended, and this Rule 21.
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FORENSIC ANALYSIS

SYSTEM IDENTIFICATION

The server that was analyzed is capable of operating on a small local area network (LAN). The network consists of
several systems, including servers and workstations running in a non-virtualized environment. The server that we
evaluated was named EMSSERVER. It is running the Microsoft Windows Server 2016 Standard operating system.

The forensic evaluation and reviews were based upon a forensic image archive collected from the Mesa County
Dominion EMS Server. The Before and After forensic images were collected from the same server and same hard
drive, as documented below, from the actual acquisition. The serial number of the hard drive shown in each
collection data set verifies the data origin to be the same physical device.

Figure 1 — EMS Server (5.11-CO) Image Attributes Before

Created By AccessData® FTK® Imager 4.2.0.13

Case Information:

Acquired using: ADI4.2.0.13
Case Number: 052321

Evidence Number: 00003
Unique description: EMSSERVER

Information for F:\EMSSERVER\EMSSERVER:

Physical Evidentiary Item (Source) Information:
[Device Info]
Source Type: Physical
[Drive Geometry]
Cylinders: 121,534
Tracks per Cylinder: 255
Sectors per Track: 63
Bytes per Sector: 512
Sector Count: 1,952,448,512
[Physical Drive Information]
Drive Model: DELL PERC H730 Adp SCSI Disk Device
|Drive Serial Number: 00222e64128c016el1d004fc54220844a |
Drive Interface Type: SCSI
Removable drive: False
Source data size: 953344 MB

Sector count: 1952448512
[Computed Hashes]
MD5 checksum: 3d7cf05cabed2db765bf5c15220c097d

SHA1 checksum: eab06a7ea23586de2746b9142461717e075£5c9f

Image Information:

Acquisition finished: Sun May 23 2021

Segment list:
F:\EMSSERVER\EMSSERVER.EO1




Figure 2 - EMS Server (5.13) Image Attributes After

Created By AccessData® FTK® Imager 4.2.0.13

Case Information:

Acquired using: ADI4.2.0.13

Case Number: 052621

Evidence Number: 00002

Unique description: EMSSERVER v2

Information for E:\Mesa\EMSSERVER v2:

Physical Evidentiary Item (Source) Information:
[Device Info]
Source Type: Physical
[Drive Geometry]
Cylinders: 121,534
Tracks per Cylinder: 255
Sectors per Track: 63
Bytes per Sector: 512
Sector Count: 1,952,448,512
[Physical Drive Information]
Drive Model: DELL PERC H730 Adp SCSI Disk Device
|Drive Serial Number: 00222e64128c01l6e1d004fc54220844a |
Drive Interrace Type: SCS1
Removable drive: False
Source data size: 953344 MB

Sector count: 1952448512
[Computed Hashes]
MD5 checksum: 52861d5a7750ab535a9d5£f7277469c10

SHA1l checksum: 1bf8f22edb37f72bb29428a591046alf64279%a3f

Image Information:

Acquisition finished: Wed May 26 2021
Segment list:
E:\Mesa\EMSSERVER v2.E01l




Two backup images were obtained, using forensic imaging methods, from the Dominion Voting Systems (DVS)
Democracy Suite (D-Suite) Election Management System (EMS) Standard Server in Mesa County, Colorado. The first
image was made of that EMS Standard Server in the D-Suite 5.11-CO version configuration, as used in the November,
2020 election on May 23, 2021. The second image was of the configuration of the EMS Standard Server in the D-Suite
5.13 version configuration, following the modification of the EMS Standard Server by a combined team of Dominion
Voting System vendor personnel and Colorado Secretary of State (SecState) staff, on May 26, 2021. A forensic image
(forensic copy) is a bit-by-bit, sector-by-sector duplicate of a physical storage device using specialized hardware and
software; it is a much more comprehensive representation of the state and configuration of the imaged system than
could be obtained using simple file backup methods. The images include all files, folders, and unallocated, free, and
slack space. These forensic images include not only all the files visible to the server operating system but also deleted
files and fragments of files left in the slack and free space but every digital bit of data present on the storage medium,
in this case, a SCSI hard disk. When forensic images are acquired, a hash function, also known as a Message Digest, is
computed. This hash can be used at any time to validate the integrity of the image to ensure that it has not been
edited, modified, or changed in any way. The hash function result from the acquisition of data appears in the text
above but also appears inside each respective archive and authenticates the data by demonstrating that it has not
changed since it was acquired.

These two images were evaluated to gather technical information, including the integrity of the data stored on the
system. No effort was made to reverse-design, de-compile or reverse-engineer the Dominion software.
Configuration, which is relevant to the operation of the system, was examined to determine whether improper
settings could allow undesirable results and were found to contain such errors. Results relevant to this investigation
are documented below. Additional supporting documentation can be found in the appendixes. They include directory
listings for many of the directories seen in the screenshots and contain complete filenames, full path names where
the files are located, and file hashes.

We have included screenshots that can be used to review and verify these findings. These screenshots were obtained
from the forensic images of the Dominion server.

AUTHENTICITY AND CHAIN OF CUSTODY

Digital chain of custody is the record of preservation of digital evidence from collection to presentation in the court
of law. This is an essential part of the digital investigation process. The chain of custody is probative that the digital
evidence presented to the court remains as originally collected, without tampering. The two images analyzed in this
report were obtained through AccessData FTK Imager 4.2.0.13. The serial number on the EMS Server drive on both
images match, thus establishing that both images were taken from the same physical drive. | have reviewed the
documented chain of custody for both images and have determined that the chain of custody is complete from the
forensic operator utilizing FTK Imager through the source from which | directly received these images. (Because of
the pending civil litigation and criminal investigation, the written documentation remains in the custody of counsel
for later introduction in court proceedings and thus cannot be released as part of this report.) Further confirmation
that these are genuine images from the Mesa County EMS Server has been provided by the Colorado Secretary of
State’s office. See:

https://www.sos.state.co.us/pubs/newsRoom/pressReleases/2021/PR20210817MesaCounty.html













By comparing the images, it is evident that the disk was re-partitioned, reformatted, and the previous data map
completely destroyed by overwriting it with new data, rendering the prior data (mostly) unrecoverable.

Forensic examination of the system can reveal remnants of deleted data. When a computer deletes a file, it does not
erase the data; it merely changes the first character of the filename to a non-printable character recognized by
software that accesses the disk. This first character tells the operating system to no longer display the file as it is
marked as a deleted file, and the space occupied by the disk is marked as reusable.

Each block on the disk is the smallest unit of disk space that can be used. The size of all blocks on the disk are
determined when the disk is formatted. The smallest disk block size in common use is 512 bytes. Even if a file only
occupies 50 bytes of disk space, the entire 512 byte block is marked as “in use”.

If a file of 500 bytes is written to the disk, it occupies one block of disk space, with the last 12 bytes (on a newly
formatted disk) each containing the numeric value zero (0). If this file is then deleted, and a file of 50 bytes is written
to the same disk block, the first 50 bytes of the block contain the new file, and the next remaining 450 bytes of the
disk block contain the data from the deleted file that previously occupied the disk block (followed by the 12 null (0)
bytes of data). This data remnant is referred to as “File Slack Space” and is defined as any previous remnant data
that remains on the disk and is not accessible via the operating system nor allocated as an accessible file.

Special forensic software is required to access file slack space, and the data it contains are partial remnants of
previous system data. This data may be of use in forensic investigation, and forensic tools often identify it. File Slack
is identified here for clarity and better understanding of these data.







A web server provides information to external web clients (via "web browser" software) using the HyperText Transfer
Protocol (HTTP). This information can include both read and write access to databases and static presentation of
information.

Some software system designs utilize an Ethernet network interface that is essentially an internal connection toitself,
known as a loopback interface. Thus the presence of a Web Server, by itself, does not indicate a connection to an
external ethernet interface. However, such an external connection may be indicated by the data within web server
logs, which are stored by default in Microsoft operating systems with Microsoft Internet Information Services (lIS)
installed, in a “logs” subfolder to the “inetpub” folder. That log data would include information regarding what web
pages and data were accessed and whether it was accessed from within the server (loopback) or via an external
network connection.

In these before and after views of the same web server directories, it is clear that the web server logs have been
destroyed by or during the Dominion/CO Secretary of State DVS D-Suite 5.13 modification.

This log data is required to verify that the election system was not accessed by an external, unauthorized device, but
due to the specific and unusual installation method for a critical computing system, chosen by Dominion Voting
Systems and endorsed by the CO Secretary of State, these critical data files with election-related data have clearly
been destroyed on the Mesa County EMS Standard Server.
















Several log files of great importance to an investigation are shown in Figure 16. The SAS RAID firmware and drivers
logs tell us about the functionality of hard disk controllers (RAID is an acronym for Redundant Array of Independent
Disks) and about this storage redundancy's physical capability. Network Firmware logs tell us which hardware devices
were updated with new firmware, and the version allows us to trace back to its network (and possibly Internet)
functionality. The application of iDRAC controller firmware may indicate the presence of a special hardware
controller intended to permit complete remote control of the computer system. This iDRAC controller is often used
when a data center must be located an inconvenient distance away from its owner and/or operators, or for example,
when such a computer might be physically located at an Internet Service Provider’s secure data center. The iDRAC
controller permits a remote user to remotely turn on the power to the server, reboot it, access administrative control
functions, and make changes to the server, OUTSIDE THE CONTROL, or even the awareness, of the local computer
operator and its operating system. Among the changes possible via an IDRAC are changes to the BIOS (Basic I/O
System) including those firmware settings that include the computer Clock, boot device order, which disks or other
data storage devices are used to boot the computer, and some other computer capabilities.

Take note of what files remain following the update.

Not only are the files in an entirely different directory, but the file modification dates have changed, and more
importantly, these logs are for DIFFERENT versions of the software, and the previous logs have been overwritten.

Physical examination of the EMS computer system is required to verify the presence or absence of an IDRAC
controller, however it is highly irregular for update software to install updates to software for a hardware device that
has not been installed.
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\Packag Windows Apprep.ChxApD._ s datl0G1 log
\Packag Windows Apprep.ChxApp._ s datl0G2 log
" Windows. s Aat10G1 A.Logon
Windows. s datl0G2 ()
Windows.Cl ¢ Aat10G1 1135360108
\Packag Windows.Cl : ¢ datl0G2 1626230,
\Packag Windows.Cortana_ ylog Windows\Temp\MpCmdRun.log
\Packags Windows. Cortana_c datl0G1 Windows\Temp\silconfig.log
\Packag Windows Cortana_ 4atl0G2 Windows\Temp\ASPNETSetup_00000.log
\Packag Windows. g5 datL0G1 p_00001.Iog.
\Packag Windows. - datloG2 |_mi cros oft-wi nd dt ¥ ,_10.0.14393.0_none_46c76e6076559fc0\MSDTCLOG
\Packag: Windows g es datl061 _tspor ¥ _10.0.14393.0_none_620a5da1064dcfc0\allusers_tswa.log
11 Windows. ¢ ngs datl0G2 Windows\WinSxS\poqexec.log
allableUl_ g datlo61 Windows\PERO.log
allableUl ¢ g datloG2 Windows\Dtcinstall Jog
\Packag: X 1gs datl0G1 Windows\isasetup.log
\Packag X s’ 4atl0G2 log
\Packags x datl061 Windows\setuperr.log
\Packags X datloG2 Windows\wsusofflineupdate.og
\F I Windows\Windows Update.lcg
\Packag datloGL Windows\jis.log
\F 8 datloG2 Lost Files\jSO07CCFlog
p Lost Files\j5007C00.log
P Lost Files\jS007C01.log.
log Lost Files\jS007CD2.log
log Lost Files\jS007C00.log
I Lost Eiles\jS007CD1.log
Users\Administrator\ntuser.datL0G1 Lost Files\jS007CCO.log.
Users\Administrator\ntuser.dat LOG2 Lost Files\jS00002€ Jog
Users\Classic .NET AppPool \App! lass.datLOG1 Lost Files\|S00002F 1 og
Users\Classic .NET AppPool \App! lass.datlOG2 Lost Files\j5000030.1cg
Users\Classic .NET AppPool\ntuser dat LOGL Lost Files\jS000031.1cg
Users\Classic .NET AppPool\ntuser.dat LOG2 Lost Files\j5000032.1cg
Users\Defaul\TUSER.DATLOG2 Lost Files\5000033.1cg
Users\DefaulANTUSER. DATAOGL Lost Files\j5000034.lcg
DPTraces log Lost Files\j5000035.1cg
\il UserConfig.log Lost Files\|5000036.1cg
Vieduinit-ClearlconCache.log Lost Files\jS000037.lcg

log

Lost Files)\j5000039.lcg
Lost Files)\j500003Alog

Significant Number of Logfiles Missing

The dataset from which this spreadsheet was created was extracted from the EnCase images of the original evidence
on the hard drives of the EMS Server and had a traceable chain of custody. While the images above are too small to
be readable, the entire content of this list is reproduced in Appendix A.

Of the original 807 ".log" files on the EMS Server before Dominion's update, only 302 remain, and 505 ".log" files
have been deleted or overwritten.

Of the files that remain, the forensic examination has not yet verified whether the content of these files (which have
the same filename and Path —e.g., in the same directories) is unchanged. The files that have been deleted DO include
files that constitute Election Records and are subject to Federal and State data retention laws.

This list is only 807 files, and the text size is so small that the content is barely readable. The list of files has been
broken down into small subsets because the number of files on the entire server totals 363,321 files, many of which
are provided by Microsoft as part of the Windows Server 2016 operating system and its associated application
programs and are not Election Related and do not contain actual Election Data.



















1
Windows\System32\winevt\Logs\Microsoft-Windows-DNSServer%4Audit.evtx Windows\System32\winevt\Logs\Microsoft-Windows-Wired-AutoConfig%4

Windows\System32\winevt\Logs\Archive-EMS System-2019-08-10-23-29-48-856.evtx Wwindows\System32\winevt\Logs\Microsoft-Windows-Workplace Join%4Ad
Windows\System32\winevt\Logs\Archive-EMS System-2019-08-18-12-10-49-482.evtx Windows\System32\winevt\Logs\Microsoft-Windows-WPD-ClassInstaller%:
Windows\System32\winevt\Logs\Archive-EMS System-2019-09-02-13-32-58-546.evtx Windows\System32\winevt\Logs\Microsoft-Windows-WPD-CompositeClass
Windows\System32\winevt\Logs\Archive-EMS System-2019-08-29-19-12-25-021.evtx Windows\System32\winevt\Logs\Microsoft-Windows-WPD-MTPClassDriver
Windows\System32\winevt\Logs\Microsoft-Windows-SMBServer%4Audit evtx Windows\System32\winevt\Logs\SMSApi.evtx

Analysis Summary

Analysis of the Mesa County Dominion Voting Systems EMS server identified that extensive deletion of both election
data and election-related data, comprising election records which must and should have been preserved under
Federal and Colorado law, has occurred either as a result of or coincident with the vendor’s and CO Secretary of
State’s modification of the system from version 5.11-CO to 5.13. This deleted data is critical to any effort to
reconstruct events taking place on the voting systems, and to determine if unauthorized access or operation of the
voting systems took place.

Furthermore, the EMS server application logging functions are configured to “Overwrite events as needed” if
arbitrarily-selected file storage sizes are exceeded, which could predictably and likely has resulted in the systematic,
automated deletion of logfile content comprising election-related data.

This systemic deletion of logfile data requires additional investigation.

CONCLUSION

This forensic examination found that significant election record preservation requirements under the 2002 VSS and
Federal and state law HAVE NOT BEEN MET and further that destruction of Election-Related Data, specifically critical
logfiles, has occurred. This destruction is not incidental or minor but is highly significant.

These findings have been demonstrated in this report and evidence has been presented demonstrating conclusively
to both computer systems experts as well as legal professionals and the general public at large that the facts in these
findings support the conclusions that:

1) Election-related data and election data explicitly required to be preserved, as described in the 2002 VSS
criteria referenced in this section, HAS BEEN DESTROYED IN VIOLATION OF THE LAW, and

2) The specific configuration settings of the server examined lead to the understanding that Certification
Requirements for Voting Systems have likely not been met despite this system having been certified and
thereby approved for use in Colorado by the Colorado Secretary of State.

Further investigation is required to determine the full scope of non-compliance with legal mandates for voting
systems and election records, and whether the non-compliance is deliberate or simply negligent.






















ProgramData\Dell\UpdatePackage\log\support\SAS-RAID_Driver_T244W_WN64_6 604.06.00_A01_07.log
ProgramData\Dell\UpdatePackage\log\support\Drivers-for-OS-Deployment_Application_WP3PH_WN64_18.12.04_A00_01.log
ProgramData\Dell\UpdatePackage\log\support\Power_Firmware_8RONM_WN64_00.1B.53.log
ProgramData\Dell\UpdatePackage\log\support\SAS-RAID_Firmware_F675Y_WN64_25.5.5.0005_A13_01.log
ProgramData\Dell\UpdatePackage\log\support\Network_Firmware_F3KFN_WN64_21.40.9.log
ProgramData\Dell\UpdatePackage\log\support\iDRAC-with-Lifecycle-Controller_Firmware_40T1C_WN64_2.63.60.61_A00.log
ProgramData\Dell\UpdatePackage\log\support\BIOS_T9YX9_WN64_2 9.1.log
ProgramData\Microsoft\Windows\AppRepository\Packages\Microsoft.AAD.BrokerPlugin_1000.14393.0.0_neutral_neutral_cw5n1h2txyewy\Act
ProgramData\Microsoft\Windows\AppRepository\Packages\Microsoft.AAD.BrokerPlugin_1000.14393.0.0_neutral_neutral_cw5n1h2txyewy\Act
ProgramData\Microsoft\Windows\AppRepository\Packages\Microsoft.AccountsControl_10.0.14393.0_neutral__cw5n1h2txyewy\ActivationStor
ProgramData\Microsoft\Windows\AppRepository\Packages\Microsoft.AccountsControl_10.0.14393.0_neutral__cw5n1h2txyewy\ActivationStor
ProgramData\Microsoft\Windows\AppRepository\Packages\Microsoft.BioEnrollment_10.0.14393.0_neutral__cw5n1h2txyewy\ActivationStore.c
ProgramData\Microsoft\Windows\AppRepository\Packages\Microsoft.BioEnrollment_10.0.14393.0_neutral__cw5n1h2txyewy\ActivationStore.c
ProgramData\Microsoft\Windows\AppRepository\Packages\Microsoft.LockApp_10.0.14393.0_neutral__cw5n1h2txyewy\ActivationStore.dat.LO
ProgramData\Microsoft\Windows\AppRepository\Packages\Microsoft.LockApp_10.0.14393.0_neutral__cw5n1h2txyewy\ActivationStore.dat.LO
ProgramData\Microsoft\Windows\AppRepository\Packages\Microsoft.Windows.Apprep.ChxApp_1000.14393.0.0_neutral_neutral_cw5n1h2txye
ProgramData\Microsoft\Windows\AppRepository\Packages\Microsoft.Windows.Apprep.ChxApp_1000.14393.0.0_neutral_neutral_cw5n1h2txye
ProgramData\Microsoft\Windows\AppRepository\Packages\Microsoft.Windows.AssignedAccessLockApp_1000.14393.0.0_neutral_neutral_cw5
ProgramData\Microsoft\Windows\AppRepository\Packages\Microsoft.Windows.AssignedAccessLockApp_1000.14393.0.0_neutral_neutral_cw5
ProgramData\Microsoft\Windows\AppRepository\Packages\Microsoft.Windows.CloudExperienceHost_10.0.14393.0_neutral_neutral_cw5n1h2i
ProgramData\Microsoft\Windows\AppRepository\Packages\Microsoft.Windows.CloudExperienceHost_10.0.14393.0_neutral_neutral_cw5n1h2i
ProgramData\Microsoft\Windows\AppRepository\Packages\Microsoft.Windows.Cortana_1.7.0.14393_neutral_neutral_cw5n1h2txyewy\Activat
ProgramData\Microsoft\Windows\AppRepository\Packages\Microsoft.Windows.Cortana_1.7.0.14393_neutral_neutral_cw5n1h2txyewy\Activat
ProgramData\Microsoft\Windows\AppRepository\Packages\Microsoft.Windows.SecondaryTileExperience_10.0.0.0_neutral__cw5n1h2txyewy\A
ProgramData\Microsoft\Windows\AppRepository\Packages\Microsoft.Windows.SecondaryTileExperience_10.0.0.0_neutral__cw5n1h2txyewy\A
ProgramData\Microsoft\Windows\AppRepository\Packages\Microsoft.Windows.ShellExperienceHost_10.0.14393.0_neutral_neutral_cw5n1h2t
ProgramData\Microsoft\Windows\AppRepository\Packages\Microsoft.Windows.ShellExperienceHost_10.0.14393.0_neutral_neutral_cw5n1h2bt
ProgramData\Microsoft\Windows\AppRepository\Packages\Microsoft.XboxGameCallableUI_1000.14393.0.0_neutral_neutral_cw5n1h2txyewy\
ProgramData\Microsoft\Windows\AppRepository\Packages\Microsoft.XboxGameCallableUI_1000.14393.0.0_neutral_neutral_cw5n1h2txyewy\
ProgramData\Microsoft\Windows\AppRepository\Packages\windows.immersivecontrolpanel_6.2.0.0_neutral_neutral_cw5n1h2txyewy\Activati
ProgramData\Microsoft\Windows\AppRepository\Packages\windows.immersivecontrolpanel_6.2.0.0_neutral_neutral_cw5n1h2txyewy\Activati
ProgramData\Microsoft\Windows\AppRepository\Packages\Windows.MiracastView_6.3.0.0_neutral_neutral_cw5n1h2txyewy\ActivationStore.c
ProgramData\Microsoft\Windows\AppRepository\Packages\Windows.MiracastView_6.3.0.0_neutral_neutral_cw5n1h2txyewy\ActivationStore.c

ProgramData\Microsoft\Windows\AppRepository\Packages\Windows.PrintDialog_6.2.0.0_neutral_neutral_cw5n1h2txyewy\ActivationStore.dat
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ProgramData\Microsoft\Windows\AppRepository\Packages\Windows.PrintDiaIog_6.2.0.0_neutral_neutraI_cw5n1h2txyewy\ActivationStore.dat]
ProgramData\Microsoft\Windows Defender\Scans\History\Service\History.Log

ProgramData\Microsoft\Windows Defender\Scans\History\Service\Unknown.Log

ProgramData\Microsoft\Windows Defender\Support\MPLog-03082021-184449.log

ProgramData\Microsoft\Windows Defender\Support\MPLog-05072021-120450.log

ProgramData\Microsoft\Windows Defender\Support\MPDetection-03182021-105340.log

ProgramData\Microsoft\Windows Defender\Support\MPLog-09122016-043440.log

ProgramData\Microsoft\Windows Defender\Support\MPDetection-09032019-122547.log

ProgramData\Microsoft\Windows Defender\Support\MPDetection-06102019-095254.log

ProgramData\Package Cache\02A26E554FBB4232ACD36E70D09F2C7893D399CD\%localappdata%\temp\Ssm
DB65F37EBSE9}_001_kb3095681.log

ProgramData\Package Cache\02A26E554FBB4232ACD36E70D09F2C7893D399CD\%localappdata%\temp\SsmsSetup\VS2015KB3095681Update

ProgramData\Package Cache\02A26E554FBB4232ACD36E70D09F2C7893D399CD\%localappdata%\temp\Ssms
444C320629FA}_001_kb3095681.log

ProgramData\Package Cache\4F812BBB2BE7E30CED293F8A229A5410D70DE6DB\%localappdata%\temp\SsmsSetup\VSTALS2015_003_RoslynlLa
ProgramData\Package Cache\4F812BBB2BE7E30CED293F8A229A5410D70DE6DB\%localappdata%\temp\SsmsSetup\VSTALS2015_004_vsta_lan;
ProgramData\Package Cache\4F812BBB2BE7E30CED293F8A229A5410D70DE6DB\%localappdata%\temp\SsmsSetup\VSTALS2015_001_vsta_lslp
ProgramData\Package Cache\4F812BBB2BE7E30CED293F8A229A5410D70DE6DB\%localappdata%\temp\SsmsSetup\VSTALS2015_002_RoslynLa
ProgramData\Package Cache\4F812BBB2BE7E30CED293F8A229A5410D70DE6DB\%localappdata%\temp\SsmsSetup\VSTALS2015_000_vsta_lscc
ProgramData\Package Cache\SE6157D16EC044A823B2FD2C030ED6DECD2E997E\%localappdata%\temp\SsmsSetup\VSTA2015_001_vsta_hostir
ProgramData\Package Cache\SE6157D16EC044A823B2FD2C030ED6DECD2E997E\%localappdata%\temp\SsmsSetup\VSTA2015_002_vsta_finaliz
ProgramData\Package Cache\SE6157D16EC044A823B2FD2C030ED6DECD2E997E\%localappdata%\temp\SsmsSetup\VSTA2015_000_vsta_hostir
ProgramData\Package Cache\FE948FODABS52EB8CB5A740A77D8934B9E1A8E301\%localappdata%\temp\SsmsSetup\VS2015IsoShell_018_Msi_E
ProgramData\Package Cache\FE948FODABS52EB8CB5A740A77D8934B9E1A8E301\%localappdata%\temp\SsmsSetup\VS2015IsoShell_020_Msi_E
ProgramData\Package Cache\FE948FODAB52EB8CB5A740A77D8934B9E1A8E301\%localappdata%\temp\SsmsSetup\VS2015IsoShell_032_vs_isc
ProgramData\Package Cache\FE948FODABS52EB8CB5A740A77D8934B9E1A8E301\%localappdata%\temp\SsmsSetup\VS2015IsoShell_019_Msi_E
ProgramData\Package Cache\FE948FODABS52EB8CB5A740A77D8934B9E1A8E301\%localappdata%\temp\SsmsSetup\VS2015IsoShell_021_sdk_t«
ProgramData\Package Cache\FE948FODAB52EB8CB5A740A77D8934B9E1A8E301\%localappdata%\temp\SsmsSetup\VS2015IsoShell_004_vcRun
ProgramData\Package Cache\FE948FODAB52EB8CB5A740A77D8934B9E1A8E301\%localappdata%\temp\SsmsSetup\VS2015IsoShell_005_vcRun
ProgramData\Package Cache\FE948FODAB52EB8CB5A740A77D8934B9E1A8E301\%localappdata%\temp\SsmsSetup\VS2015IsoShell_006_vcRun
ProgramData\Package Cache\FE948FODABS52EB8CB5A740A77D8934B9E1A8E301\%localappdata%\temp\SsmsSetup\VS2015IsoShell_003_vcRun
ProgramData\Package Cache\FE948FODAB52EB8CB5A740A77D8934B9E1A8E301\%localappdata%\temp\SsmsSetup\VS2015IsoShell_007_vs_vs}
ProgramData\Package Cache\FE948FODAB52EB8CB5A740A77D8934B9E1A8E301\%localappdata%\temp\SsmsSetup\VS2015IsoShell_008_vsbsln
ProgramData\Package Cache\FE948FODAB52EB8CB5A740A77D8934B9E1A8E301\%localappdata%\temp\SsmsSetup\VS2015IsoShell_009_vsbsln

ProgramData\Package Cache\FE948FODAB52EB8CB5A740A77D8934B9E1A8E301\%localappdata%\temp\SsmsSetup\VS2015IsoShell_010_netfx_
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APPENDIX E. 2002 VOTING SYSTEMS STANDARDS (VSS)
The 2002 VSS explicitly states:

"2.2.4.1 Common Standards

To ensure system integrity, all system shall:

g. Record and report the date and time of normal and abnormal events;

h. Maintain a permanent record of all original audit data that cannot be modified or overridden but may be
augmented by designated authorized officials in order to adjust for errors or omissions (e.g. during the
canvassing process.)

i. Detect and record every event, including the occurrence of an error condition that the system cannot
overcome, and time-dependent or programmed events that occur without the intervention of the voter or a
polling place operator; and

J. Include built-in measurement, self-test, and diagnostic software and hardware for detecting and reporting
the system's status and degree of operability.

Furthermore, in 2.2.5.3, COTS (Commercial Off-The-Shelf) General Purpose Computer System Requirements, the
2002 VSS states:

Further requirements must be applied to COTS operating systems to ensure completeness and integrity of
audit data for election software. These operating systems are capable of executing multiple application
programs simultaneously. These systems include both servers and workstations (or "PCs"), including the
many varieties of UNIX and Linux, and those offered by Microsoft and Apple. Election software running on
these COTS systems is vulnerable to unintended effects from other user sessions, applications, and utilities,
executing on the same platform at the same time as the election software.

"Simultaneous processes" of concern include unauthorized network connections, unplanned user logins, and
unintended execution or termination of operating system processes. An unauthorized network connection
or unplanned user login can host unintended processes and user actions, such as the termination of operating
system audit, the termination of electon software processes, or the deletion of election software audit and
logging data. The execution of an operating system process could be a full system scan at a time when that
process would adversely affect the election software processes. Operating system processes improperly
terminated could be system audit or malicious code detection.

To counter these vulnerabilities, three operating system protections are required on all such systems on
which election software is hosted.

First, authentication shall be configured on the local terminal (display screen and keyboard) and on all
external connection devices ("network cards" and "ports"). This ensures that only authorized and identified
users affect the system while election software is running.

Second, operating system audit shall be enabled for all session openings and closings, for all connection
openings and closings, for all process executions and terminations, and for the alteration or deletion of any
memory or file object. This ensures the accuracy and completeness of election data stored on the system. It
also ensures the existence of an audit record of any person or process altering or deleting system data or

election data.




Third, the system shall be configured to execute only intended and necessary processes during the execution
of election software. The system shall also be configured to halt election software processes upon the
termination of any critical system process (such as system audit) during the execution of election software.

And, in 4.3 Data and Document Retention, the 2002 VSS states:
All systems shall:

a. Maintain the integrity of voting and audit data during an election, and for at least 22 months thereafter, a
time sufficient in which to resolve most contested elections and support other activities related to the
reconstruction and investigation of a contested election; and

b. Protect against the failure of any data input or storage device at a location controlled by the jurisdiction or
its contractors, and against any attempt at improper data entry or retrieval.

And the 2002 VSS states, in 4.4.3 In-Process Audit Records:

In-process audit records document system operations during diagnostic routines and the casting and tallying
of ballots. At a minimum, the in-process audit records shall contain:

a. Machine generated error and exception messages to demonstrate successful recovery. Examples include,
but are not necessarily limited to:

1) The source and disposition of system interrupts resulting in entry into exception handling routines;
2) All messages generated by exception handlers;
3) The identification code and number of occurrences for each hardware and software error or failure;

4) Notification of system login or access errors, file access errors, and physical violations of security as they
occur, and a summary record of these events after processing;

5) Other exception events such as power failures, failure of critical hardware components, data transmission
errors, or other type of operating anomaly;

b. Critical system status messages other than informational messages displayed by the system during the
course of normal operations. These items include, but are not limited to: Diagnostic and status messages
upon startup;

2) The "zero totals" check conducted before opening the polling place or counting a precinct centrally;

3) For paper-based systems, the initiation or termination of card reader and communications equipment
operation; and

4) For DRE machines at controlled voting locations, the event (and time, if available) of activating and casting
each ballot (i.e., each voter's transaction as an event). This data can be compared with the publiccounter for
reconciliation purposes;

c. Non-critical status messages that are generated by the machine's data quality monitor or by software and
hardware condition monitors; and

d. System generated log of all normal process activity and system events that require operator intervention,

so that each operator access can be monitored and access sequence can be constructed.




And secton 6.5.5, Shared Operating Environment, in the the 2002 VSS states:

Ballot recording and vote counting can be performed in either a dedicated or nondedicated environment. If
ballot recording and vote counting operations are performed in an environment that is shared with other
data processing functions, both hardware and software features shall be present to protect the integrity of
vote counting and of vote data. Systems that use a shared operating environment shall:

a. Use security procedures and logging records to control access to system functions;

b. Partition or compartmentalize voting system functions from other concurrent functions at least logically,
and preferably physically as well;:

c. Controlled system access by means of passwords, and restriction of account access to necessary functions
only; and

d. Have capabilities in place to control the flow of information, precluding data leakage through shared
system resources.
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Doug began at AT&T with Bell
Laboratories, serving in the
Semiconductor Laser
Development department and
later in the Bell Lab’s Security
Group, as a delegate to the Bell
; Labs’ Unix Systems
Subcommittee, was an early pioneer in the field of
Computer Forensics and won a Bell Labs Innovation
Award. At AT&T he designed the security
architecture for one of the largest states in the US,
consulted with cabinets of the nations’ largest
corporations and designed the first healthcare
network fully compliant with  Healthcare
Information Exchange standards. Outside AT&T, he
has overseen security for a US Government Agency
and has solved major cases for the FBI and Secret
Service; he has served as an Officer of the Court as a
forensic expert and has been an expert witness in
landmark cybersecurity cases. He designed security
architectures for DoD networks including some of
the most sensitive areas of the Government. Doug
has owned and led several professional services
firms in the Information Security field. He served on
the NC Council for Entrepreneurial Development
and has consulted with many companies about the
complex integration of business and technology.

Doug is the past president of Eastern North Carolina
InfraGard, the public-private partnership between
the nation’s critical infrastructure operators and the
US Intelligence community.

Doug’s background is at the Master’s level in
Electrical Engineering, Computer Science, Computer
Security and Business Administration.

He is a subject matter expert in:
e Strategic Enterprise Security
e Security Architecture & Design (including
network Micro-Segmentation)
e Security Governance
e Risk Management

e Security Device Technologies (Firewalls,
IDS/IPS, DLP, SIEMs, Encryption, VPNs,
Unified Threat Management, etc.,
Enterprise, Remote and Cloud)

e Information Forensics (Computer & Network
Forensics)

e Public Key Infrastructures

e Identity and Access Management

e Authentication, Authorization and Access
Control (incl Biometrics)

e Regulatory Compliance

e Physical Security (Threat Assessment/Risk
Analysis, TSCM, Access Control,
Counterterrorism & Counterintelligence,
facility and site protection)

e Business Continuity & Disaster Recovery
Planning

e Response & Recovery Strategy

e Threat Intelligence

e Intelligence Analysis

Doug served as Chief Information Security Officer at
the World Institute for Security Enhancement, has
written advanced security courses, developed
advanced security methodologies and has taught
government, private sector professionals and law
enforcement agents information security, computer
forensics, advanced computer forensic sciences and
Technical Surveillance Countermeasures (TSCM).

Doug holds numerous certifications in security
including the CISSP and Certified Anti-Terrorism
Specialist (CAS), as well as numerous instructor
certifications in security.

Doug currently serves as Chief Technical Officer at
CyberTeamUS.

He is a Vietnam-era US Navy Veteran where he
worked in Electronic Warfare and Electronic
Intelligence.

Doug is an invited conference speaker. 3 1: 1k}
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Doug Gould Forensic Addendum

Major Forensic Cases

1986 — Disclosure of National Security Information

Discovered a leak of highly classified information and was able to identify the perpetrator within
a group of 15 people. The FBI and US Naval Investigative Service brought this to resolution.
Early 1990’s — US Secret Service investigation, “Mothers of Doom” hacker case

At USSS Evidence Lab, in response to a request for assistance from USS SA Jack Lewis, performed
evidence recovery and identified 800 pages of evidence, invalidating immunity of a suspect’s
testimony in a proffer session.

Late 1990’s — Interpath, a North Carolina Internet Service Provider (ISP)

This ISP was a tier-1 (top level) provider infected with Stacheldraht malware. Investigated the
live (running) server and identified that all evidence on disc had been deleted. The only
remaining evidence was a running program in memory, which was recovered. This case changed
the Best Practice in Forensics — no longer is the first step necessarily removing the power. Had
that been done no evidence would remain in this case.

Late 1990’s — As senior security administrator for the US EPA, investigated a complaint from the
White House of computer intrusions and discovered an international attack involving 4 countries.
Wrote monitoring and tracking software to capture the perpetrator online, brought together the
FBI, Royal Canadian Mounted Police (RCMP), Scotland Yard and Deutche Bundespost in a live
investigation tracking the intruder resulting in an arrest in Germany.

South Carolina — A Public Works supervisor accused of violation of county policy was fired and
brought countersuit. Forensic investigation recovered 4 3” thick binders of evidence showing
sexual misconduct. Countersuit dismissed.

Discovered Al Qaida attack plans targeting US Soil. Working with the FBI, the perpetrator, who
was a foreign citizen in the US. Arrest made within 48 hours and the attack was thwarted.
Mid-2000’s — Florida vs. Rabinowicz —in a case where possession of contraband was the only
element of proof, stipulated that the contraband was authentic and present. | proved
forensically that the defendant was not technically in possession of the evidence and that
evidence was planted. Qualified as an expert witness and provided expert testimony in this case.
Mid-2000’s — Identified a leak of national security from Oak Ridge National Laboratory involving
chemical weapon information using forensic analysis and was able to identify the perpetrator.
DSS responded and resolved the case.

Mid-2000’s — Investigated sabotage of a health industry contractor. The systems administrator
had been fired and sabotaged the system. Solved the case and the administrator went to prison.

Instructor of Forensics

Taught Forensics and Advance Forensic Techniques to State Law Enforcement, Military and major
corporate customers at the World Institute for Security Enhancement.

Taught Technical Surveillance Countermeasures (TSCM) course for government and industry at the World
Institute for Security Enhancement.

Wrote the entire course and taught the entire CISSP curriculum at Able Information Systems.
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